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ABSTRACT

Managing photo collections involves a variety of image qual-
ity assessment tasks, e.g. the selection of the “best” photos.
Detecting near-duplicate images is a prerequisite for automat-
ing these tasks. This paper presents a new dataset that may as-
sist researchers in testing algorithms for the detection of near-
duplicates in personal photo libraries. The proposed dataset
is derived directly from an actual personal travel photo col-
lection. It contains many difficult cases and types of near-
duplicates. More importantly, in order to deal with the in-
evitable ambiguity that the near-duplicate cases exhibit, the
dataset is annotated by 10 different subjects. These anno-
tations are combined into a non-binary ground truth, which
indicates the probability that a pair of images may be consid-
ered a near-duplicate by an observer.

Index Terms— Photo quality, photowork, near-duplicate
images, user study, annotation

1. INTRODUCTION

Most people nowadays have at least one digital camera with
them at all times, mainly due to the widespread use of smart
phones. Additionally, the affordability of digital images has
made it very common for camera users to grab more than one
picture of the same scene, in order to increase the chances of
having a good-quality shot [1]. This has led to a constant in-
crease in photo library size for the average user and has intro-
duced a new important problem: photo libraries are cluttered
with images that are slightly different, but depict the same
or almost the same scene. These images – generally known
as “near-duplicates” (NDs) – have a negative impact not only
on the size of photo libraries, but generally the quality of the
photo managing and browsing experience.

Detecting NDs in a set of images is an important step
in the photowork process [1]. Users have to manually go
through the set of images, identify ND cases and then usu-
ally keep the one(s) with the highest image quality. Thus, ND
detection can be considered a prerequisite stage to the actual
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comparison of photos, by confining the image quality assess-
ment step to a specific subset and not the whole photolibrary.

According to [2], ND cases can be grouped into two cat-
egories: identical ND (IND) images, which are derived from
the same digital source after applying some transformations,
and non-identical ND (NIND) images, which share the same
scenes or objects. The subjectivity in interpretation that char-
acterizes NIND images has resulted in the majority of the ex-
isting work to focus mainly on the simpler case of IND, which
is common in the domains of copyright detection or duplicate
search in the web. This has a profound effect on the available
datasets used for testing ND detection algorithms. Table 1
shows the most commonly used datasets. Most of them com-
prise frames taken from news clips, movies, sports events,
buildings, objects etc. In many of them, artificial degrada-
tions are applied to the original set of images, like cropping,
blurring, or other kinds of filtering, in order to create varia-
tions of the originals, with the latter serving as ground truth
(GT). This inevitably leads to a binary decision; a test im-
age A is considered to be an IND of another image B if it is
derived from B through the use of transformations.

This approach however is not adequate for personal photo
collections, which mostly comprise NIND cases. There are
two reasons for this. First, personal photo collections usually
contain travel photos, lots of portraits, family or group photos
in various activities and scenery, which may be quite different
from the photos used in IND datasets. Second, binary deci-
sions are not suitable for NIND cases, since there is a consid-
erable degree of subjectivity in interpretation, as the examples
in Fig. 1 indicate. This is due mainly to the semantic gap that
may result in different interpretations between observers, and
which binary ground truth cannot adequately capture. This
subjectivity has discouraged researchers from working with
NIND cases. Many other papers have explicitly mentioned
this issue before:

• “Deciding if two images are duplicates is highly sub-
jective. In addition, when there is 100% agreement
duplicate images can be visually different and non-
duplicate images can be visually very similar.” [28]

• “We do not have access to ground-truth data for our
experiments, since we are not aware of any large pub-



Table 1. Overview of existing datasets.

Database Content Annotation/Rating Used in

TRECVID [3] Frames of news videos from various
TV stations

Many annotations available [4–10]

MUSCLE VCD [11] Documentaries, sports events,
movies, TV shows, cartoons

Ground truth annotations for 15
queries (transformed videos) [12, 13]

Google search engine
web crawling Images of various objects and people N/A [14–17]

INRIA Copydays
dataset [18, 19]

Personal holiday photos with artificial
degradations (no people)

500 queries and their correct retrieval
results

[12, 20]

Oxford buildings
dataset [21, 22]

5062 images of landmarks collected
from Flickr

Ground truth for 11 different
landmarks, with 5 possible queries [15, 20]

Internet
partial-duplicate

image database [23]
Brand logos N/A [24]

UKbench dataset
(object recognition

evaluation) [25]

2550 groups of 4 images, from four
different viewpoints. N/A [20]

Corel Photo CD
collection

Scenery, animals, flowers, object
close-ups, activities N/A [4, 17]

Flickr Various images used as distractions
for other databases N/A [12, 20, 26, 27]

lic corpus in which near duplicate images have been
annotated.” [5]

• “Labeling of large data sets is difficult in its own right
and the subjective definition of near duplicate images
complicates things further.” [8]

The proposed dataset attempts to bridge this gap; it is de-
signed specifically to tackle the problem of subjectivity in
the interpretation of NIND cases in personal photo collec-
tions. It comprises images taken during a vacation in Califor-
nia (hence the name of the dataset). The majority of images
are in exactly the same sequence as they were captured. There
are many different ND cases, ranging from the typical ones
(zooming, panning etc.) to others that may be less common,
such as panorama shots, performance images, or burst shots.
More importantly, in order to deal with the inevitable ambi-
guity of the ND detection process, the dataset is annotated by
10 different subjects, including the photographer. These an-
notations are combined into a non-binary ground truth, which
indicates the probability that a pair of images may be consid-
ered a ND by an observer. Researchers may use the proposed
dataset to evaluate their ND detection algorithms or to study
the correlation between subjectivity in ND cases and specific
image features.

The paper is organized as follows. Section 2 describes the
proposed dataset in detail. Section 3 discusses the user study

for the annotation of the photos and also presents some statis-
tics derived from the analysis of the ground truth. Section 4
provides an overview of the specific content included with the
California-ND dataset. Some concluding remarks are given in
Section 5.

2. DATASET DESCRIPTION

The dataset comprises 701 photos from an actual user’s photo
collection documenting a holiday trip, which roughly coin-
cides with the average number of photos taken per trip [29].
The first 604 photos were consecutively selected from the be-
ginning of the collection. The remaining 97 photos consist of
pairs or groups of interesting cases from the same collection
that are not present among the first 604 photos. Completely
manual selection of all photos in the dataset would result in a
bias regarding the time stamps of the photos, making it easier
to identify ND by just clustering the time in which the photos
were captured. Fig. 1 depicts some sample NIND cases from
the dataset.

The included ND cases are the three basic ones reported
in [10, 28], i.e. variations in scene, camera, and image. Scene
variations come from changes or movements on target ob-
jects or background. Camera variations occur when the cam-
era’s settings were changed. Image variations range from
noise, color saturation, resolution etc. All of them may af-



Fig. 1. Sample images from the California-ND dataset. A: Severe zooming and viewpoint change. B: Performance shots. C:
Different exposures. D: Viewpoint and background change. E: Burst shots. F: Panorama. G & H: Combination of changes.

fect photo quality. Some other examples include group pho-
tos with varying numbers of people, orientation differences,
portrait photos in front of the crowd, road side photos, as
well as similar photos from two different cameras with un-
synchronized time-stamps. A more detailed description of the
included ND cases follows.

1. Burst shots (344 photos, 49%) are sets of photos taken
consecutively in a very short period of time, resulting
in a high degree of visual similarity. There are 101 such
sets, with 2 to 12 photos per set.

2. Moving Background shots (149 photos, 21%) are
burst shots which contain the same foreground ob-
ject(s), but exhibit considerable differences in the
background due to the nature of the scene, e.g. cars
or people passing by.

3. Show/Performance shots (54 photos, 8%) are sets of
photos taken during a show or performance. Those
photos are not necessarily visually similar due to the
amount and variety of movement in the show. However,
it is obvious to humans that they have the same theme.
For browsing purposes, it would be more convenient to
group these photos together. There are 7 different per-
formance sets, with 2 to 23 photos each.

4. Group photos (17 photos, 2%) have more than one tar-
get person. There might be slight movements or pose
changes between shots. However, it is very obvious
to humans that they were taken at the same time and
place. In the case of group photos with many people,

there might be different numbers of people in some of
the photos.

5. Panorama shots (8 photos, 1%) are sets of photos
taken by continuously panning the camera in one di-
rection, with the intention of merging the photos into
a panoramic view. Typical panorama shots have about
30% overlapped area [30]. Grouping these kind of
photos generally helps to reduce selection and brows-
ing time.

6. Exposure/Brightness Difference (58 photos, 8%) can
be caused by many factors, e.g. different exposure set-
tings, shutter speed, ISO, flash, or even environmental
changes such as clouds covering the sun.

7. Viewpoint Difference/Zooming (36 photos, 5%) in-
cludes photos taken from different points of view or
with extended zooming on the scene. Note that zoom-
ing is usually different from a simple cropping that is
used in existing datasets, since by the time the camera
lens has zoomed and focused, the scene may also have
changed.

8. Focus Change (22 photos, 3%) includes photos of the
same scene with different focusing points or depth of
field. The focus change might be intentional (empha-
size different objects) or accidental (camera cannot or
missed focus).

9. White Balance Difference (8 photos, 1%) may be due
to either the user choosing different settings manually



Fig. 2. A small section of the correlation matrices for the 5 photos of Fig. 1G. The binary ratings for 4 observers are shown,
along with the average over all 10 subjects.

or the automatic selection of different white balance al-
gorithms by the camera. As a result, the same scene
may appear to have different dominant tint in different
photos.

The cases of burst, performance, and panorama shots have
not been considered in any other studies before. Since the
dataset comprises real and not synthetic photos, many cases
have a combination of degradations. As a result, the above
percentages do not add up to 100%.

3. GROUND TRUTH

10 subjects (9 male, 1 female, with ages ranging between
23-40 years old) were presented with the 701 photos of the
dataset. One of them was the photographer of the collection.
All subjects had some experience with digital photography
(they had their own digital cameras, taking pictures while
traveling or during family moments), but no particular spe-
cialization in the art of photography. As a result, they may
be considered “average users”. The subjects were asked to go
through all of the photos of the dataset, freely, with no time
constraint, using a browsing software of their own preference,
and with no restrictions regarding the browsing method (con-
secutive/random), while trying to identify groups of ND pho-
tos. On average, the whole process lasted between 30-45 min-
utes for each subject. The preferred browsing software was
Windows Explorer (with large or extra large icon settings),
along with Windows Photo Viewer, while the images were
mainly viewed consecutively.

Regarding the definition of ND, subjects were specifically
advised that there is no right or wrong answer. The following
three guidelines were provided in order to assist them in this
task, explicitly mentioning that not all of them should neces-
sarily hold at the same time:

1. “If any two (or more) images look similar in visual ap-
pearance, or convey similar concepts to you, label them
as near-duplicates.”

2. “Near-duplicates are photos you would not want to see
more than once when browsing the collection.”

3. “Near-duplicates are photos which if grouped together
can save you time when browsing the collection.”

If the subjects thought that any pair (or group) of images were
ND, they listed the photo ID numbers in a text file.

Subsequently, the groupings provided by each subject
were converted into a correlation matrix of size is 701×701,
containing all possible pair combinations of the photos in
the dataset; its cell (y,x) has a value of 1 if the image pair
(y,x) is considered a ND case, and 0 otherwise. Since every
image can be considered to be a ND of itself, the diagonal of
this matrix is always 1. The matrix is also symmetric, since
near-duplicate pairs are commutative, and sparse, since most
random image pairs are not related.

Obviously not all subjects fully agreed on the same pho-
tos. However, as mentioned before, there is no right or wrong
in this task. Therefore, the binary correlation matrices from
the 10 subjects were averaged, resulting in a non-binary cor-
relation matrix with values in the interval [0,1]. This value
reflects the agreement between subject, or in other words,
the probability that a pair of images is considered ND by ob-
servers.

Fig. 2 depicts a small part of the correlation matrices of
the ratings of 4 subjects, as well as the GT correlation matrix,
for the 5 images of Fig. 1G. These binary correlation matri-
ces are very different for each observer, clearly highlighting
the subjectivity of the task. For example, images 374 and
375 were considered ND by all subjects. On the other hand,
images 371 and 372 are an ambiguous case, which was con-
sidered to be ND by only 20% of the subjects. While there
are clear differences between subjects, we could not find any
specific aspect of the photographer’s annotations that stood
out from the other 9 participants.

There are a total of 245350 unique possible combinations
of image pairs in the correlation matrix (pairs AB and BA are
the same) for all 701 photos in the dataset. The majority of
image pairs (240741) are unrelated, and all subjects agreed
that they are not ND. There are 4609 image pairs which at
least one subject identified as ND. The distribution of the
level of agreement between subjects for these pairs is shown
in Fig. 3. Only in 18% of these cases all subjects agreed,
whereas in 82% of cases subjects disagreed to some extent
whether or not a pair of images should be considered ND.



Fig. 3. The distribution of the agreement on pairs of pho-
tos among all 10 subjects. Since there are too many non ND
pairs, the number of zero votes was deliberately omitted, for
visualization purposes.

Furthermore, the distribution of Fig. 3 is almost balanced: the
sum of percentages for votes between 1-5 (46.85%), which
indicates disagreement between subjects, is approximately
equal to the votes between 6-10 (53.15%), which indicates
majority agreement. This clearly demonstrates the subjective
nature of ND detection in personal photo collections, with
subjects applying different criteria and/or different semantic
interpretations. Consequently, any purely binary ground truth
will fail to capture the subjectivity of this task. The proposed
dataset, accompanied with the non-binary GT, offers an alter-
native approach which reflects the subjective nature of NIND
detection.

4. DOWNLOAD AND LICENSE

Although all photos are made freely available to public, the
privacy of the owner has to be preserved. Therefore, the two
main subjects’ faces in the dataset were blurred with a Gaus-
sian filter, which concerns 182 photos (about a quarter of the
total).1 However, since face detection/recognition may be part
of a ND detection algorithm, the relevant information (bound-
ing boxes of the blurred faces and subject identifiers) is pro-
vided in a separate file.

The proposed California-ND dataset is made available
under a Creative Commons License and can be downloaded
from http://vintage.winklerbros.net/californiaND.html. It
comprises:

• 701 photos (resolution 1024×768) with original em-
bedded EXIF data from the cameras.

1 In order to ensure that the blurring of faces does not have a significant
impact on the detection of near duplicates, we tested the performance of an
existing ND detection system [31] on the original and the blurred-faces ver-
sions of the dataset. The resulting performance difference is less than 1%
(naturally, this also depends on the specific choice of features).

• The near-duplicate annotations of 10 subjects, includ-
ing the photographer.

• The resulting binary correlation matrices for each of the
10 subjects.

• The final GT correlation matrix with the average ratings
from all subjects.

• A listing of identifier and location (bounding boxes) of
all blurred faces.

5. CONCLUSION

We have presented a new dataset for the detection of non-
identical near-duplicate (NIND) images in personal photo
collections. Contrary to other existing datasets in the same
domain, it is taken directly from a real user’s photo collection,
maintaining the original image sequence as much as possible.
It includes many challenging NIND cases without the use
of artificial transformations. Another unique feature is that it
includes non-binary ground truth, which has been constructed
by averaging the individual binary annotations of 10 different
subjects, thus representing the probability that a particular
image pair may be considered a near-duplicate case by a user.
This approach is more in line with the subjective nature of
the NIND detection task. Researchers may use the proposed
dataset to evaluate their ND detection algorithms or to study
the correlation between subjectivity in ND cases and specific
image features.
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