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ABSTRACT
This paper presents the techniques employed in our team’s submis-
sions to the 2015 Emotion Recognition in the Wild contest, for the
sub-challenge of Static Facial Expression Recognition in the Wild.
The objective of this sub-challenge is to classify the emotions ex-
pressed by the primary human subject in static images extracted
from movies. We follow a transfer learning approach for deep Con-
volutional Neural Network (CNN) architectures. Starting from a
network pre-trained on the generic ImageNet dataset, we perform
supervised fine-tuning on the network in a two-stage process, first
on datasets relevant to facial expressions, followed by the contest’s
dataset. Experimental results show that this cascading fine-tuning
approach achieves better results, compared to a single stage fine-
tuning with the combined datasets. Our best submission exhibited
an overall accuracy of 48.5% in the validation set and 55.6% in the
test set, which compares favorably to the respective 35.96% and
39.13% of the challenge baseline.

Categories and Subject Descriptors
I.5.1 [Pattern Recognition]: Models—Neural nets

General Terms
Algorithms

Keywords
Emotion Classification, Facial Expression Analysis, Deep Learning
Networks

1. INTRODUCTION
Facial expression analysis (also known as emotion estimation,

or analysis of facial affect) has attracted significant attention in the
computer vision community during the past decade, since it lies
in the intersection of many important applications, such as human
computer interaction, surveillance, crowd analytics etc.

The majority of existing techniques focus on classifying 7 basic
(prototypical) expressions, which have been found to be universal
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across cultures and subgroups, namely: neutral, happy, surprised,
fear, angry, sad, and disgusted [27]. More detailed approaches fol-
low the Facial Action Coding System (FACS), attempting either to
classify which Action Units (AU) are activated [24] or to estimate
their intensity [18]. Fewer works follow the dimensional approach,
according to which facial expressions are treated as regression in
the Arousal-Valence space [29]. A very detailed and recent review
can be found in [21].

The Emotion Recognition in the Wild (EmotiW) contest, and
its Static Facial Expression Recognition in the Wild (SFEW) sub-
challenge, follow the categorical approach of the 7 basic expres-
sions. Images are selected from movies, in a semi-automated way,
via a system based on subtitles [5, 6]. The challenging character-
istics of SFEW are twofold. First, imaging conditions are close
to real-life, including low and uneven illumination, low resolution,
occlusions, non-frontal head-poses, and motion blur. Second, the
size of the dataset is relatively small (≈1K/0.5K/0.3K for train-
ing/validation/testing), which makes it difficult to train large-scale
models and thus, is prone to overfitting.

In order to overcome these challenges, researchers in the pre-
vious EmotiW contests have mainly used fusion of multiple fea-
tures, coupled with different machine learning approaches. In [22],
different kernels were learned for LPQ-TOP, audio, gist and SIFT
features, and were combined in an SVM classifier. In [14], the
optimal fusion of classifiers for HOG, dense SIFT, and deep con-
volutional features was learned based on a Riemannian manifold.
In [23] audio, LPQ-TOP, LBP-TOP, PHOG and SIFT features were
used along with a hierarchical classifier fusion method. In [3]
HOG-TOP and audio features were fused using multiple kernel
learning. In [13] convolutional and audio features were fused us-
ing Partial Least Squares and multiple classifiers. Finally, in [11]
multiple Deep Convolutional Neural Network (CNN) were intro-
duced for different data modalities (video frames, audio, human
actions, mouth analysis), and different combination techniques for
these models were explored.

In this paper we follow a transfer learning approach for deep
CNN architectures, by utilizing a two-stage supervised fine-tuning,
in the context of the SFEW sub-challenge. Starting from a generic
pre-training of two different deep CNN architectures based on the
ImageNet dataset, a first-stage fine-tuning is applied using the FER-
2013 facial expression dataset [10], which comprises 28K/32K low
resolution images of facial expressions, collected from the Inter-
net using a set of 184 emotion-related keywords. A second-stage
fine-tuning then takes place, based only on the training part of the
EmotiW dataset, adapting the network weights to the characteris-
tics of the SFEW sub-challenge. Both architectures were found to
improve their performance through each of the fine-tuning stages,



while the cascade fine-tuning combination resulted in the submis-
sion with the highest performance.

The rest of the paper is organized as follows. Section 2 describes
previous works which are related to our study. Section 3 describes
in detail the proposed approach. Section 4 discusses the experimen-
tal results. Finally, concluding remarks are presented in Section 5.

2. RELATED WORK
Deep Learning-based approaches, particularly those using CNNs,

have been very successful at image-related tasks in recent years,
due to their ability to extract good representations from data. Judg-
ing a person’s emotion can sometimes be difficult even for humans,
due to subtle differences in expressions between the more nuanced
emotions (such as sadness and fear). As a result, efficient features,
finely-tuned and optimized for this particular task are of great im-
portance in order for a classifier to make good predictions. It comes
as no surprise that CNNs have worked well for emotion classifica-
tion, as evidenced by their use in a number of state-of-the-art algo-
rithms for this task, as well as winning related competitions [10],
particularly previous years’ EmotiW challenge [11, 14].

However, due to the small dataset size for the EmotiW 2015 im-
age based static facial expression recognition challenge, it is easy
for complex models like CNNs to overfit the data. To work around
this problem of training a high-capacity classifier on small datasets,
previous works in this area have resorted to using transfer learning
across tasks, where the weights of the CNN are initialized with
those from a network trained for related tasks before fine-tuning
them using the target dataset [8, 9, 17, 26]. This approach has con-
sistently achieved better results, compared to directly training the
network on the small dataset, and is the one that we adopt in this
paper as well.

3. EXPERIMENTAL SETUP

3.1 Data Preparation
For the EmotiW dataset, all faces were detected with OpenCV’s

Viola & Jones face detector (frontal and profile) [25]. The Intraface
library [4] was used in order to detect 49 facial points. The fit of
the alignment model, provided by Intraface, was used to discard
false positives faces; any detection with a fit lower than 0.3 was
considered a non-face. The average of the 6 points of the eyes
(center of the eyes) was used in order to align the image in terms of
rotation and scale.

The face bounding box was defined as a ratio of the eye-to-eye
distance (e2e): The side boundaries were 0.62×e2e (counted from
the respective eye corner); the upper and lower boundaries were
0.9×e2e and 1.35×e2e, respectively. These particular values were
selected for three main reasons. First, they result in an approx-
imately square bounding box. This is important, since the DNN
training platform requires images to be square. If this condition is
not met, images will be stretched, thus affecting their aspect ratio.
Second, they ensure that a considerable part of the forehead is in-
cluded, which exhibits potentially richer visual information for fa-
cial expressions, while discarding pixels located below the mouth,
with limited visual information. Third, this particular approach re-
sembles the cropping of faces in the FER-2013 dataset, which was
used for pre-training, thus increasing the consistency between the
two datasets. Finally, all EmotiW images were converted to gray-
scale, re-sized to 256×256 and normalized using min-max inten-
sity normalization, stretching their intensity values to [0,255]. Fig
1 depicts our cropping method in comparison with the one provided
by the organizers.

Our croppingOrganizers’ cropping 

Figure 1: Comparison between our cropping method and the
one provided by the organizers.

Regarding the FER-2013 dataset, the small size of its images
(48×48 pixels) prevented the reliable detection of facial points. As
a result, no alignment was used. Nevertheless, even without align-
ing these faces, and with their size being much smaller than those
in the EmotiW target dataset (48×48 vs. 256×256), we observed
a significant performance boost when using them for pre-training
(see section 4). Figure 2 depicts a comparison between these two
datasets for the 7 classes. Note the similarity in the cropping be-
tween the FER-2013 and our EmotiW images.

3.2 Architectures
The success of CNN for face emotion recognition motivated us

to base our models on two representative CNN architectures, which
we chose because of their nice tradeoffs between speed and accu-
racy [2]:

1. The ILSVRC-2012 [19] winning entry of [12] (AlexNet).

2. The CNN-M-2048 model from [2] (VGG-CNN-M-2048), which
is a variant of the model introduced in [28].

3.3 Dataset and Training
As noted above, it is challenging to train a complex model such

as a CNN using only a small amount of training data without over-
fitting. Our approach to tackling this problem follows recent works
[2, 8, 9, 26], which consistently show that supervised fine-tuning
with a relatively small dataset on a network pre-trained with a large
image dataset of generic objects (e.g., ILSVRC) can lead to signif-
icant improvement in performance.

Specifically, we used the the FER-2013 face expression dataset
introduced in the ICML 2013 workshop’s facial expression recog-
nition challenge [10] as auxiliary data to fine-tune the respective
CNNs that were trained using the ILSVRC-2012 data for the archi-
tectures mentioned above.

The FER-2013 dataset comprises 3 parts; a. The Original Train-
ing Data (OTD – 28709 images), b. the Public Test Data (PTD –
3589 images), used when the competition was ongoing to provide
feedback on the accuracy of participant’s models, and c. the Final
Test Data (FTD – 3589 images), used at the end of the competition
to score the final models. We generated 3 variants using these parts
of the FER-2013 dataset:

1. FER28. This consists of the OTD for training and the PTD
for validating our fine-tuned models.

2. FER32. This consists of a combination of both the OTD and
PTD (28709+3589=32298 total images) for training and the
FTD for validating our fine-tuned models.
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Figure 2: Comparison between the FER-2013 and EmotiW datasets. Top row: original size of the FER-2013 dataset (48×48 pixels).
Middle row: upsampled FER-2013 dataset to 256×256 pixels. Bottom row: EmotiW dataset (256×256 pixels).

3. FER32 + EmotiW. This consists of a combination of both
the FER32 and the EmotiW training data for training and
only the EmotiW validation data for validating our fine-tuned
models.

We experimented with different schemes for fine-tuning the base
pre-trained CNN model using these datasets in combination with
the EmotiW training data. These included directly fine-tuning the
EmotiW dataset on the CNNs pre-trained on ILSVRC-2012, as
well as a “staged” fine-tuning, where we fine-tuned first using data
from the FER-2013 dataset before fine-tuning again with the target
EmotiW dataset.

The training procedure for our CNNs closely follows that of [12].
They are trained using stochastic gradient descent with hyperpa-
rameters (momentum=0.9, weight decay=0.0005, initial learning
rate=0.001). Note that since we are fine-tuning CNNs pre-trained
on the ILSVRC-2012 dataset [19] using much smaller datasets, we
set an initial learning rate of 0.001, which is lower than the typical
0.01 [2, 12], so as not to drastically alter the pre-trained weights.
We found that doing so delays the onset of overfitting (as observed
from the point where validation loss and training loss start to di-
verge), allowing the CNN to achieve higher accuracy on the valida-
tion data. The learning rate is dropped by a factor of 10 following
every 10 epochs of training.

4. RESULTS AND DISCUSSION
The results of our submissions to the EmotiW 2015 SFEW chal-

lenge for the validation and test set, as well as some of our exper-
iments that were not submitted, are summarized in Figure 3. The
corresponding confusion matrix generated from the predictions of
our classifier on the test set is shown in Figure 4.

4.1 Effects of Supervised Fine-tuning
Fine-tuning our CNN models using the auxiliary FER-2013 dataset

in general led to a 10% increase in accuracy over the baseline
method [7] on the test set (the exception being submission 2 with a
gain of 7%). A further round of fine-tuning these models using the
target EmotiW dataset typically improves the accuracy on the test
data by another few percentage points. For our best model (sub-
mission 3), this was an overall increase in accuracy of more than
16% over the baseline method (55.6% vs 39.13%) on the test set.

Directly fine-tuning the networks with the EmotiW training data
gave an accuracy of 37.8%. While this is slightly worse than that

achieved by the baseline method, it is much lower than what we
obtained using the auxiliary FER-2013 dataset, which hints at the
difficulty of fine-tuning deep neural networks with small datasets,
and the importance of using auxiliary data.

However, we note that if we were to train a CNN using data
combined from the FER-2013 and EmotiW training set (submis-
sion 9), the performance on the test set will only be around 1.5%
lower than if we had separated the two datasets and fine-tuned them
successively (submission 8). This suggests that the relatively small
EmotiW training set (which consists of 921 images) only had a
marginal effect in improving performance of a CNN that had al-
ready been fine-tuned it on a fairly large dataset such as the FER-
2013. We discuss this observation further in the next section.

4.2 Effects of More Labeled Data
Interestingly, even though some of our models were fine-tuned

only on the FER-2013, without any data from the target EmotiW
dataset, their results on the test set were competitive with those
that underwent a second round of fine-tuning on the target dataset.
Often the difference in accuracy is within a few percentage points
(Figure 3: Submission 1 vs. 3, 6 vs. 8). Furthermore, for our best
model that did not use any data from the target EmotiW dataset
(Submission 1), its performance on the test set was close to 15%
higher than the baseline method. This is surprising because the im-
ages in the FER-2013 dataset were thought to be less than ideal
as they were not aligned, unlike the target EmotiW dataset, and
much smaller in size (48×48 vs 256×256). Yet, models trained
using only the FER-2013 dataset were able to give good predic-
tions on the EmotiW dataset. This suggests that the quantity rather
than quality of the data could be more important for improving the
performance of CNN-based face expression classifiers at the early
stages of building such classifiers.

The observation that fine-tuning with a low resolution (but larger)
dataset has a positive impact on the overall performance is also in-
line with the latest neuroscientific findings. Mounting evidence
suggests that facial expression recognition in humans is holistic
rather than feature-based, especially in the case of photographs (but
not for schematics) [15,16]. As a result, even people with impaired
high frequency vision can distinguish successfully between differ-
ent expressions, even though they rely only on low frequency visual
information [1]. In our case, the lower frequency (but larger) FER-
2013 dataset seems to tune the network weights in a way that allows
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Figure 5: Confusion matrices generated from the EmotiW validation set for our 5 best submissions.

a better generalization over data with higher visual frequency, such
as the EmotiW dataset.

4.3 Difficulties With Certain Expressions
We observe that some classes appear to be “harder” to train in

the sense that, (1) none of our models were able to score highly
for them, and (2) our model predictions for those classes tend to
fluctuate depending on our training scheme and architecture. This
appears to be the case for classes such as “disgust”, “fear”, “sur-
prise”, and “sad”. We believe the reasons for this could be twofold.
First, these classes tend to have much fewer training samples com-
pared to classes such as “happy”, “angry”, and “neutral”, making
it harder to train the CNN to recognize them. Figure 6 depicts the
size of the 7 classes on the EmotiW training set, where disgust, fear
and surprise are the 3 smallest classes in terms of training samples.
Second, these expressions can be very nuanced, making it difficult
even for humans to agree on their correct labeling [20].

We suspect that the inherent difficulty in assigning labels to some
of the samples may have caused them to be “mislabeled”, thereby
affecting the models that were trained on them. If this was the
case, it would explain why our models (and the organizer’s [7])
consistently perform better on the test data than on the validation
data. A possible explanation is that samples for the “tricky” cases
might (for some reason) be less ambiguous in the test data than they
are in the validation data, which would make it less likely that one
emotion will be “wrongly” predicted for another, hence causing the
accuracy obtained for the test data to be higher than those obtained
for the validation data. We arrived at this explanation by comparing
the corresponding confusion matrices generated by our top 5 sub-
missions for the EmotiW validation (Figure 5) and test data (Figure
4). Comparing Figures 5 and 4, we observe a general increase in
accuracy for the “tricky” classes for all 5 models except that for
submission 5, usually at the expense of the “happy” class. Further-
more, we note that “surprise” class, in general, appears to have the
largest gain in accuracy (between 7.4% to 33.2% improvement).
We also note that this improvement in accuracy from the validation
to the test data is also observed in the organizer’s baseline paper [7],
where their approach improved from an accuracy of 35.96% on the
validation data to 39.13% on the test data.

Lastly, we note that all except one of our models were unable to
predict a single sample labeled “disgust” correctly. A reason for
this could be an imbalance in the training datasets. Indeed, as Fig-
ure 6 indicates, “disgust” has the fewest samples in the EmotiW
training dataset (comprising 7% of the whole dataset) and in our
FER28 and FER32 training datasets (comprising 2% of each of
these two datasets). The imbalance in the number of training sam-
ples for each class of emotions most likely caused our models to

overfit on the emotions with more samples (e.g., “happy”) at the
expense of this class. Furthermore, the expression of disgust is
very subtle, which means that it will be hard for a our CNN models
to discover features to robustly distinguish this emotion from other
similarly nuanced expressions such as sad, fear and neutral. This
can be verified by examining the confusion matrices in Figure 4,
which indicates that the “happy” class is often the highest scoring
class, and that the classes “disgust”, “sad”, “fear”, “neutral” are
often mistaken for each other by our models. The combination of
these two factors makes it even harder to train models to predict this
emotion accurately. The above observations highlight the difficulty
in training CNNs using a small unbalanced dataset with classes that
are not visually distinctive.

5. CONCLUSIONS
We have shown that it is possible to obtain a significant improve-

ment in accuracy (up to 16%) over the baseline results for expres-
sion classification on the EmotiW dataset using CNNs fine-tuned
initially on auxiliary face expression datasets, followed by a final
fine-tuning on the target EmotiW dataset. We also showed that, at
least for the EmotiW dataset, its small size does not favor it for
being used for training CNNs. However, CNNs trained on suffi-
ciently large auxiliary face expression datasets alone can be used to
obtain results much better than the baseline, without using any data
from the EmotiW dataset. Furthermore, any additional improve-
ment from using the EmotiW dataset, when a sufficiently large
face dataset such as FER-2013 is available, whether by adding it
to the auxiliary dataset or another round of fine-tuning, is likely to
be marginal owing to its small size. This suggests that if we were
to exploit deep neural networks such as CNN for face expression
recognition to achieve the significant gains seen in other domains,
then having bigger datasets is crucial.

Lastly, we also noted the inherent difficulty in assigning correct
labels to faces depicting some of the more nuanced emotions, and
how that can affect the performance of our models. This suggests
that a cost-sensitive performance measure that penalizes a model
mistaking samples from one class to another in “similar” classes
less harshly might be more appropriate than the binary accuracy
measure used for this challenge.
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